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Abstract. We verify the relative Langlands duality conjecture proposed by Ben-Zvi, Sakellaridis,

Venkatesh [BSV24] for the hyperspherical Hamiltonian variety T ∗(Sp2n \GL2n+1). We provide

numerical (over number fields and function fields) and geometric (in the étale setting) evidence

that its dual Hamiltonian variety should be T ∗(GLn ×GLn+1 \GL2n+1) as predicted by [BSV24].
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1. Introduction

In the seminal work [BSV24], Ben-Zvi, Sakellaridis and Venkatesh (BZSV for short) proposed

the well-known relative Langlands duality, which we may also call the BZSV duality. Let G be a

connected reductive group. The BZSV duality concerns the duality between certain G-Hamiltonian

variety M and Ĝ-Hamiltonian variety M̂ , in the sense that the “period” attached to M on the

automorphic side (A-side) should match with the “L-function” attached to M̂ on the spectral side

(B-side). One of the key features of the BZSV duality is that the double dual
̂̂
M is expected to

coincide with M . Therefore, we may change the switch the A-side and B-side and expect that the

period associated to M̂ should also match with the L-function associated to M .

In the case of the polarized hyperspherical varieties in the sense of [BSV24, §3], BZSV proposed a

conjectural description of the dual varieties [BSV24, §4]. The structure of a hyperspherical variety

is given by a quadruple ∆ = (G,H, ρH , ι), Here G is a split reductive group; H is a reductive
1



subgroup of G; ρH is a symplectic representation of H; and ι is a homomorphism from SL2 into G

whose image commutes with H. In [BSV24, §4], they proposed a combinatorial method to compute

the dual of a polarized hyperspherical Hamiltonian variety that is attached to a “dual quadruple”

∆̂ = (Ĝ, Ĥ ′, ρ
Ĥ′ , ι̂

′).

The goal of this article is to verify some cases of the BZSV conjecture for the hyperspherical

GL2n+1-variety T ∗(Sp2n \GL2n+1), or the quadruple (GL2n+1, Sp2n, 0, 1). We show that its dual is

T ∗(GLn×GLn+1 \GL2n+1), or attached to the quadruple (GL2n+1,GLn×GLn+1, 0, 1) as predicted

by [BSV24, §4]. The conjecture has various setting; we mainly concentrate on the global numerical

and the global geometric setting. We now describe them in detail.

1.1. Numerical Result. We briefly recall the BZSV conjecture in the numerical (also known as

the classical Langlands) setting (see also [MWZ24]). The map ι induces an adjoint action of H×SL2

on the Lie algebra g of G and we can decompose it as

g =
⊕
k∈I

ρk ⊗ Symk

where ρk is some representation of H and I is a finite subset of Z≥0. Let Iodd denote the subset of

I containing all the odd numbers and let

ρH,ι = ρH ⊕

 ⊕
k∈Iodd

ρk

 .

Let F denote a global field and let A = AF . For a BZSV quadruple, ρH,ι is a symplectic anomaly-

free representation of H. Take a maximal isotropic subspace Y of ρH,ι. For a Schwartz function Φ

on Y (A), the previous condition ensures we can define the associated theta series Θ(h,Φ) on H(A).

For automorphic form φ on G(A), let Pι(φ) denote the degenerate Fourier coefficient associated

to ι. We define the following period integral

PH,ι,ρH (φ,Φ) =

∫
[H]

Pι(φ)(h)Θ(h,Φ)dh

whenever the integral is convergent. The following conjecture ([BSV24, §14], [MWZ24, §1.1]) is the

main conjecture regarding this period integral.

Conjecture 1.1.1. Let π be an irreducible automorphic representation of G(A). Then the period

integral PH,ι,ρH (φ) is nonzero only if the Arthur parameter of π factors through

ι̂′ : Ĥ ′(C) × SL2(C) → Ĝ(C).

If this is the case and π is lifting of a global tempered Arthur packet of H ′(A), then we have

|PH,ι,ρH (φ)|2

⟨φ,φ⟩
“ = ”

L

(
1

2
,Π, ρ

Ĥ′

)
·
∏
k∈Î

L

(
k

2
+ 1,Π, ρ̂k

)
L(1,Π,Ad)2

. (1.1.1)

Here ⟨ , ⟩ denotes a certain version of L2-norm.
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Remark 1.1.2. Note that in [MWZ24], the authors state the conjecture for only discrete π, in

which case ⟨ , ⟩ denotes the standard L2-norm. However, it’s believed that the statement should

hold for general π, as stated in the above conjecture.

If we consider the BZSV quadruple (GL2n+1,GLn×GLn+1, 0, 1). In [FJ93], the authors verified

that the associated linear period vanishes for cuspidal automorphic representations of GL2n+1(A).

Moreover, let π be a cuspidal automorphic representation of GL2n(A) whose hypothetical Langlands

parameter factors through Sp2n(C) and let 1 denote the trivial representation of GL1. Then in

[FJ93, Theorem 5.1], the authors verified that if the automorphic representation of GL2n+1(A) is

π⊞1, the regularized period integral defined in loc. cit. represents the standard L-function L(1, π).

This coincides with the claimed identity in the previous conjecture. The results above suggest

the BZSV dual of (GL2n+1,GLn×GLn+1, 0, 1) should be (GL2n+1, Sp2n, 0, 1), as is predicted by

[BSV24].

In this article, we switch the A-side and the B-side of the linear period mentioned above.

Consider the BZSV quadruple (GL2n+1, Sp2n, 0, 1), we verify that its dual quadruple should be

(GL2n+1,GLn×GLn+1, 0, 1). More concretely, we prove the following result:

Theorem 1.1.3. Let π be an automorphic representation of GL2n+1(AF ), then

(1) If π is cuspidal, or π is of the form Π1 ⊞ Π2, where Πi are cuspidal automorphic repre-

sentation of GLni(AF ) with central character trivial on A∞
GLni

and n1 + n2 = 2n + 1 with

1 ≤ ni ≤ n− 1. Then for any f ∈ π, we have∫
[Sp2n]

f(h)dh = 0.

(2) If π is of the form Πn⊞Πn+1, where Πi is a cuspidal automorphic representation of GLi(AF )

with central character trivial on A∞
GLi

for i = n, n+ 1. Let Π := Πn ⊠ Πn+1 be the cuspidal

automorphic representation of GLn(AF ) × GLn+1(AF ), then for f = ⊗fv ∈ π, we have

|P(f)|2

⟨f, f⟩Pet
=
ζ∗(1)ζ(3) · · · ζ(2n+ 1)

ζ(2) · · · ζ(2n)

L∗(1,Π, ρ̂0)

L∗(1,Π,Ad)2

∏
v

|P♮
v(fv)|2

⟨fv, fv⟩♮
. (1.1.2)

The reader should note the formal resemblance of (1.1.2) with (1.1.1). We explain the terms in

(1.1.2) in some detail.

• Let P be the standard parabolic subgroup of GL2n+1 with Levi GLn(A)×GLn+1(A). Then

by f ∈ π we mean f is an Eisenstein series of the form E(g, φ) := E(g, φ, 0), where

φ ∈ Ind
GL2n+1(A)
P (A) Π (see §2.4 for more details). We will show in §3 that

P(E(·, φ)) :=

∫
[Sp2n]

E(h, φ)dh

is absolutely convergent. And we put

⟨f, f⟩Pet := ⟨φ,φ⟩Pet :=

∫
[GL2n+1]P,0

|φ(x)|2dx.

This explains the left hand side of (1.1.2).
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• Let ζ = ζF denote the completed Dedekind zeta function of F and ζ∗(1) denotes the residue

of ζ at s = 1.

• L∗(1,Π,Ad) denotes the leading term of the Laurant expansion of L∗(s,Π,Ad) at s = 1.

Similar for L∗(1,Π, ρ̂0). Note that in this case, we have

L∗(1,Π, ρ̂0) = L∗(1,Πn,Ad)L∗(1,Πn+1,Ad)L(1,Π∨
n × Πn+1)L(1,Πn × Π∨

n+1),

and

L∗(1,Π,Ad) = L∗(1,Πn,Ad)L∗(1,Πn+1,Ad).

• P♮
v(fv) and ⟨fv, fv⟩♮ are local (normalized) version of the period and inner product respec-

tively. They are defined in §6.4 in terms of Whittaker model, with the properties that when

everything is unramified, then P♮
v(fv) = ⟨fv, fv⟩♮ = 1.

1.2. Geometric result. A remarkable feature of conjectures in [BSV24] is their parallelity over

number fields and function fields, enabling predictions of results over number fields from paral-

lel but sometimes easier results over function fields. Over function fields, beyond the numerical

conjecture mentioned before, one can ask a matching between geometrizations of both sides of the

identities in theorem 1.1.3 under the conjectural geometric Langlands equivalence ShvNilp(BunG) ∼=
IndCohNilp(Loc

Ĝ
). We refer to [Ari+22b] for a precise formulation of this equivalence.

A precise conjecture in this direction is formulated in [BSV24, §12], which we briefly recall in the

case that M = T ∗X and X = G/H where H ⊂ G is a connected reductive subgroup making M

hyperspherical (i.e. we are considering quadruple (G,H, 0, 1)): On the A-side, one considers map

π : BunH → BunG and defines the period sheaf

PX := π!Ql

(we work with constructible étale Ql-complexes), which induces a natural functor

evMir(PX ⊗−) ∼= Γc(π
∗(−)) : ShvNilp(BunG) → Vect

where evMir : Shv(BunG)⊗2 → Vect is the evaluation map for the miraculous duality of Shv(BunG)

defined in [Ari+22a]. On the B-side, one can similarly define the L-sheaf

L
M̂

∈ IndCoh(Loc
Ĝ

)

using the dual Ĝ-Hamiltonian space M̂ and similarly consider the functor

evSerre(L
M̂

⊗−) : IndCohNilp(Loc
Ĝ

) → Vect

where evSerre : IndCoh(Loc
Ĝ

)⊗2 → Vect is the evaluation map for the Grothendieck-Serre duality on

Loc
Ĝ

. The conjecture in [BSV24, §12] predicts an isomorphism between functors ShvNilp(BunG) ∼=
IndCohNilp(Loc

Ĝ
) → Vect:

evMir(PX ⊗−) ∼= evSerre(L
M̂

⊗ c∗(−))

where c : Loc
Ĝ
→ Loc

Ĝ
is induced by the Cartan involution on Ĝ.

In the appendix, we verify the conjecture above for pairs of groups (G,H) = (GL2n+1, Sp2n) and

(G,H) = (GL2n, Sp2n) on the cuspidal part. More precisely, we prove the following:
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Theorem 1.2.1. For (G,H) as above, for any cuspidal automorphic sheaf F ∈ Shv(BunG)cusp,

one has

Γc(π
∗F) = 0.

Remark 1.2.2. Such type of geometric results in many other examples are considered in series

works of Lysenko (an incomplete list includes [Lys02][Lys08][Lys21]) and has their potential appli-

cations to arithmetic period conjectures as discusses in [LW25].

1.3. Structure of the article. After introducing notations and preliminaries in §2. We study the

the numerical conjecture in the main part of the article and geometric conjecture in the appendix.

In the main part of the article, we show that the periods of the Eisenstein series we considered

are absolutely convergent in §3 and prove the vanishing of cuspidal part in §4, and derive some

consequences. In §5, we do some linear algebra to classify Sp2n orbits on GL2n+1 /Pn,n+1, where

Pn,n+1 is the maximal parabolic subgroup of GL2n+1 with type (n, n+ 1). In §6, we use the results

in §4 and §5 to prove our main numerical results.

In the appendix, we geometrize the results in 4 to get the geometric conjecture.

1.4. Acknowledgement. We are grateful to Chen Wan for the kind suggestion of this article and

for many helpful discussions. We thank Zeyu Wang for generously contributing the appendix to

our work and for carefully proofreading the manuscript. We thank Paul Boisseau, Dihua Jiang,

Yannis Sakellaridis, Yiyang Wang, Hang Xue, Wei Zhang for helpful discussions and suggestions.

2. Preliminaries and Notations

2.1. General notations. We list some general notations:

• For a matrix A, we write tA for the transpose of A.

• Let F be a global field and let v be a place of F , we write Fv for the completion of F at

the place v. In general, if S is a finite set of places of F , we write FS :=
∏
v∈S Fv and AS

F

for the restricted product
∏′
v ̸∈S Fv. We also write F∞ := F ⊗Q R.

• Let f, g be two positive functions on a set X, we write f ≪ g if there exists C > 0 such

that f(x) ≤ Cg(x) for any x ∈ X.

2.2. Algebraic groups and their adèlic points. In this subsection, we let G be a connected

linear algebraic group over a global field F . We denote by A := AF and [G] := G(F )\G(A) the

adèlic quotient of G.

2.2.1. Tamagwa measure. We fix the Tamagawa measure dg on G(A), and thus on [G] as described

in [BCZ22, section 2.3]. To fix the notations, we briefly recall the definition. Fix an additive

character ψ : F\AF → C×. Write ψ as ψ =
∏
ψv. For each place v of F , ψv determines the

self-dual measure on Fv. Let ω be an F -rational G-invariant top differential form on G. For each

place v, |ω| gives a measure d∗gv on G(Fv). Moreover, according to the results of Gross [Gro97],

there exists a global Artin-Tate L-function LG(s) such that

d∗gv(G(Ov)) = LG,v(0)
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for almost all places v. We denote by

∆G,v := LG,v(0)

and let ∆∗
G denote the leading coefficient of the Laurent expansion of LG(s) at s = 0. We then put

dgv := ∆G,vd
∗gv and put the global Tamagawa measure by

dg = (∆∗
G)−1

∏
v

dgv.

The measure is independent of the choice of ω.

When G = GLn, we can take ω = (∧dgij)/(det g)n and we have LG(s) = ζF (s+ 1) · · · ζF (s+ n),

where ζF denote the (completed) Dedekind zeta function of F .

When G = Sp2n, we have LG(s) = ζF (s+ 2) · · · ζF (s+ 2n).

2.2.2. Parabolic subgroups. We assume that G is connected and reductive for the remainder of this

subsection. Fix a maximal split torus A0 of G and a minimal parabolic subgroup P0 containing

A0. A parabolic subgroup P of G is called standard if P ⊃ P0, and semi-standard if P ⊃ A0. For a

semi-standard parabolic subgroup P , we denote by P = MPNP the standard Levi decomposition

of P .

We denote by F := FG the set of semi-standard parabolic subgroups of G. For a subgroup S of

G, we denote by F(S) = FG(S) the set of semi-standard parabolic subgroups containing S. For

example, F(A0) (resp. F(P0)) is the set of semi-standard (resp. standard) parabolic subgroups.

Recall that for any cocharacter λ : Gm → A0, the dynamical method associates a semi-standard

parabolic subgroup P (λ) of G:

P (λ) := {g ∈ G | lim
t→0

λ(t)gλ(t)−1 exists}, (2.2.1)

and all semi-standard parabolic subgroups are of the form P (λ) for some λ ∈ X∗(A0).

Let W be the Weyl group of (G,A0), that is, the quotient by M0(F ) of the normalizer of A0 in

G(F ). For standard parabolic subgroups P,Q, denote by

QWP := {w ∈W |MP ∩ w−1P0w = MP ∩ P0, MQ ∩ wP0w
−1 = MQ ∩ P0}.

It forms a representative of the double coset WQ\W/WP . For w ∈ QWP , MP ∩ w−1MQw is

the Levi factor of the standard parabolic subgroup Pw = (MP ∩ w−1Qw)NP . In the same way,

MQ ∩ wMPw
−1 is the Levi factor of the standard parabolic subgroup Qw = (L ∩ wPw−1)NQ. We

have Pw ⊂ P , Qw ⊂ Q, moreover Pw and Qw are associate. We then write

W (P ;Q) = {w ∈ QWP |MP ⊂ w−1MQw}.

For a semi-standard parabolic subgroup P of G, define

a∗P := X∗(P ) ⊗Z R, aP := HomZ(X∗(P ),R).

We endow aP with the Haar measure such that the lattice Hom(X∗(P ),Z) has covolume 1.

Let a0 := aP0 and a∗0 := a∗P0
.

ϵP := (−1)dim aP−dim aG .
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For any semi-standard parabolic P , let τ̂P be the characteristic function of a cone on aP defined

in [Art78, §5]

2.2.3. Norms. Now we assume that F is a number field. We write g∞ for the Lie algebra of the

Lie group G(F∞) and write U(g∞) for the universal enveloping algebra of g∞.

For a semi-standard parabolic subgroup P of G, we put

[G]P := NP (A)MP (F )\G(A).

We fix a norm ∥ · ∥ on G(A) as in [Beu21, Appendix A]. It induces a norm on [G]P by

∥g∥P := inf
γ∈NP (A)MP (F )

∥γg∥.

There is a notion of weight functions on [G]P described in [BCZ22, §2.4.3]. In particular, for any

α ∈ a∗0, there is a weight dP,α on [G]P .

2.2.4. The map HP . We denote by A∞
G the neutral component of real points of the maximal split

central torus of ResF/QG. For a semi-standard parabolic subgroup P of G, let A∞
P := A∞

MP
. We

also define A∞
0 := A∞

P0
= A∞

M0
.

Let δP : P (A) → R>0 denote the modular function of P (A).

We fix a maximal compact subgroup K of G(A), which is in good position with P0. Hence, we

have the Iwasawa decomposition G(A) = P (A)K for all semi-standard parabolic subgroups P of

G. The map

HP : P (A) → aP , p 7→ (χ 7→ log|χ(g)|) , χ ∈ X∗(P ),

extends to G(A), by requiring it trivial on K. The map HP induces an isomorphism A∞
P

∼= aP , we

endow A∞
P with the Haar measure such that this isomorphism is measure-preserving.

Let [G]P,0 := N(A)M(F )A∞
P \G(A). For a measurable function φ : [G]P → C such that φ(ag) =

δP (a)
1
2φ(g), the integral ∫

[G]P,0

|φ(x)|dx

makes sense, and when it is finite, the integral∫
[G]P,0

φ(x)dx

makes sense.

2.2.5. Siegel sets. By a Siegel set sP of [G]P we mean a subset of [G]P of the form

sP = ω0{a ∈ A∞
0 | ⟨α,H0(a) − T−⟩ ≥ 0, α ∈ ∆P

0 }K,

where T− ∈ a0, and such that G(A) = P (F )sP . We assume that, for different parabolic subgroups

of G, their Siegel sets are defined by the same T−. In particular if P ⊂ Q then sP ⊃ sQ.

2.2.6. Truncation parameters. Fix a norm ∥ · ∥ on a0. We say T ∈ a0 is sufficiently positive, if there

exists C > 0 and ε > 0 such that

inf
α∈∆0

⟨α, T ⟩ ≥ max{C, ε∥T∥}.
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2.2.7. Paley-Wiener spaces. For a semi-standard parabolic P , let PW(ia∗P ) denote the space of

Paley-Wiener functions on ia∗P . More precisely, it consists of entire function f on a∗P,C with the

following condition:

(2.2.2) There exists A > 0 such that for all integer N > 0,

|f(λ)| ≪ (1 + |λ|)−NeA|Re(λ)|

The Fourier transform:

PW(ia∗P ) ∋ f 7→ f̂(X) =

∫
ia∗P

f(λ)e⟨λ,X⟩dλ

defines a bijection between PW(ia∗P ) and C∞
c (aP ).

2.3. Function spaces. Let F be a number field and let G be an algebraic group over F . Let P

be a parabolic subgroup of G. There are various function spaces on [G]P which we briefly recall

below. The reader may consult [BCZ22, §2.5] for more details.

A function f : G(A) → C is called smooth, if it is right J-invariant for some open compact

subgroup J ⊂ G(Af ) and for any gf ∈ G(Af ), the function g∞ 7→ f(gfg∞) is C∞. A function on

[G]P is called smooth if it pullbacks to a smooth function on G(A).

Let S([G]P ) be the space of Schwartz functions on [G]P . It is the union of S([G]P , J) for open

compact subgroup J ⊂ G(Af ). Where S([G]P , J) is the space of smooth functions on [G]P which

are right J invariant and

∥f∥X,N := sup
x∈[G]P

|R(X)f(x)|∥x∥NP <∞

for any X ∈ U(g∞) and N > 0. The vector space S([G]P , J) is naturally a Fréchet space and

S([G]P ) is naturally a strict LF space.

Let S0([G]P ) be the space of measurable function f on [G]P such that

∥f∥∞,N := sup
x∈[G]P

|f(x)|∥x∥NP <∞ (2.3.1)

for any N > 0. It is naturally a Fréchet space.

Let T ([G]P ) be the function of uniform moderate growth on [G]P . It is the union of T−N ([G]P , J),

where N > 0 and J ⊂ G(Af ) is open compact subgroup. T−N ([G]P , J) consists of smooth functions

f on [G]P which are right J-invariant and

∥f∥X,−N := sup
x∈[G]P

|R(X)f(x)|∥x∥−NP <∞

for any X ∈ U(g∞). The vector space T−N ([G]P , J) is naturally a Fréchet space and T ([G]P ) then

carries the induces (non-strict) LF topology.

For P ⊂ Q, we have the following constant term map

T ([G]Q) ∋ φ 7→ φP :=

(
g 7→

∫
[NP ]

φ(ng)dn

)
∈ T ([G]P ).

Let Tcusp([G]Q) be the closed subspace of T ([G]Q) consists of φ such that φP = 0 for any P ⊂ Q.

It is well known that for φ ∈ Tcusp([G]), we have the following rapid decay property of cusp form:

(2.3.2) For any N > 0 and any X ∈ U(g∞), we have supx∈[G]1 |R(X)φ(x)|∥x∥NG <∞.
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For standard parabolic subgroups P ⊂ Q , the pseudo-Eisenstein series E := EQP defines a map

EGP : S([G]P ) → S([G]Q), φ 7→
∑

γ∈P (F )\Q(F )

φ(γg).

If P , Q be two parabolic subgroups of G, for φ ∈ Scusp([G]P ), we have the formula [MW95, §II.1.7]

EQ(g, φ) =
∑

w∈W (P ;Q)

EQ(g,M(w)φ), (2.3.3)

where M(w) denotes the intertwining operator:

M(w) : S([G]Pw) → S([G]Qw),M(w)φ(g) =

∫
NPw (A)∩wNPw−1(A)\NPw (A)

φ(w−1ng)dn.

2.4. Automorphic forms and Eisenstein series.

2.4.1. Automorphic forms. For a semi-standard parabolic subgroup P of G, we denote by AP (G)

the automorphic forms on [G]P , it consists of Z(g∞) elements in T ([G]P ) in the number field case,

and AP (G) = T ([G]P ) in the function field case. When P = G, we denote by A(G) := AG(G).

Let AP,cusp(G) := AP (G) ∩ Tcusp([G]P ) be the subspace of cusp forms. Then spaces AP (G) and

AP,cusp(G) carry natural LF topologies as described in [BCZ22, §2.7.1].

By a cuspidal automorphic representation π of MP (A), we mean a topologically irreducible

subrepresentation of Acusp(MP ). For λ ∈ a∗P,C, let πλ be the space of functions

[MP ] ∋ m 7→ e⟨λ,HP (m)⟩φ(m), φ ∈ π.

Let π be a cuspidal automorphic representation of MP (A) such that the central character is

trivial on A∞
P . We denote by Ind

G(A)
P (A) the normalized smooth induction of π, realizes as a subspace

of AP (G) consisting of elements φ ∈ AP (G) such that for any g ∈ G(A),

[MP ] ∋ m 7→ e⟨−ρP ,HP (m)⟩φ(mg)

belongs to π. Similarly, let AP,π be the subspace of φP (G) such that for any g ∈ G(A),

[MP ] ∋ m 7→ e⟨−ρP ,HP (m)⟩φ(mg)

belongs to the π-isotypic part of Acusp(MP ).

Let G = GLn and P = Pn1,n2,··· ,nk
be the standard parabolic with Levi

∏ni
i=1 GLni . If a cuspidal

automorphic representation π of MP (with central character trivial on A∞
P ) is of the form π1 ⊠

π2 · · ·⊠ πk, where πi is a cuspidal automorphic representation of GLni(A), we will also write

π1 ⊞ · · ·⊞ πk := Ind
GLn(A)
P (A) π = AP,π.

2.4.2. Eisenstein series. Let P be a semi-standard parabolic subgroup of G. For any φ ∈ AP (G),

g ∈ G(A) and λ ∈ a∗P,C, the Eisenstein series is defined by

E(g, φ, λ) :=
∑

γ∈P (F )\G(F )

φλ(γg),

where

φλ(g) = φ(g)e⟨λ,HP (g)⟩.
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By the result of [Lan06], [BL24], the sum defining E(g, φ, λ) is convergent when Re(λ) is suffi-

ciently positive, and admits meromorphic continuation to a∗P,C.

Let π be a cuspidal automorphic representation of MP (A) with trivial central character on A∞
P .

We say λ is regular for π, if E(g, φ, λ) is holomorphic at λ for every φ ∈ AP,π and g ∈ [G]. It is

known that for any such π, any λ ∈ ia∗P is regular for π.

Let P,Q be two standard parabolic subgroups of G. For w ∈ W (P,Q) and λ ∈ a∗P,C. The

intertwining operator is defined by

M(w, λ) : AP (F ) ∋ φ 7→M(w,φ)(g) := e⟨−wλ,HQ(g)⟩
∫
NQ∩wNPw−1(A)\NQ(A)

e⟨λ,HP (w−1λg)⟩φ(w−1ng).

By the result of [Lan06], [BL24], the intertwining operator is convergent when Re(λ) is sufficiently

positive and has meromorphic continuation to a∗P,C.

For φ ∈ AP,cusp(G), we have the constant term formula analogous to (2.3.3):

EQ(g, φ, λ) =
∑

w∈W (P ;Q)

EQ(g,M(w)φ,wλ). (2.4.1)

2.5. Sp2n ⊂ GL2n+1. Throughout the remaining part of the article, we fix an integer n and let

G = GL2n+1 be the general linear group acting on F 2n+1. Identify F 2n with the subspace of F 2n+1

with the last coordinate equal to 0. Then we can identify GL2n with a subgroup of G at the top-left

corner. Let J := Jn denote the following matrix

J =


1

1

· · ·
1

1

 .

We define an involution θ on GL2n by

θ(g) =

(
−J

J

)
tg−1

(
J

−J

)
, g ∈ GL2n . (2.5.1)

Let H := Sp2n denote the symplectic group, that is, the group of fixed points of θ. We will make

the following convention:

(2.5.2) For a subgroup S of G, we will always denote by S′ the intersection S ∩H.

Fix the standard maximal split diagonal torus A0 of G and A′
0 of H and fix upper triangular

Borel subgroups B′ of H and B of G respectively.

We will denote by F := FG (resp. F ′ := FH) be set of semi-standard parabolic subgroups of G

and H respectively.

For positive integers a1, · · · , ak, we write Pa1,··· ,ak for the standard parabolic subgroup of GLa1+···+ak
of type (a1, · · · , ak), that is, the parabolic subgroup with Levi subgroup GLa1 × · · · × GLak .
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3. Absolute convergence

In this section, we show that cuspidal Eisenstein series associated to maximal parabolic subgroups

of GL2n+1 are of rapid decay on Sp2n. Indeed they are compactly supported in the function field

case. In particular, their Sp2n-periods are absolutely convergent.

Recall that G := GL2n+1 and H := Sp2n. Recall that for a subgroup S of G, we denote by

S′ := S ∩H.

3.1. Function field case. Let C be a smooth projective and geometrically connected curve over

Fq, let F be the function field of C and let BunG denotes the moduli stack of G bundles on C.

For convenience, we work in the unramified setting. The modification to the ramified case is

obvious (replacing BunG by BunG,D for some divisor D).

We recall the Harder-Narasimhan filtration of a symplectic vector bundle. Let Es be a symplectic

vector bundle on C. By definition, the Harder-Narasimhan filtration of Es is given by

0 ⊊ W1 ⊊ · · · ⊊ Wk ⊂ W⊥
k ⊊ · · · ⊊ W⊥

1 ⊊ Es (3.1.1)

where each Wi is isotropic subbundle of Es with slopes of consecutive quotients are strictly decreas-

ing. (If Wk = W⊥
k , then we only count it once.)

Let Bungaps≤2g−2
H (Fq) denote that set of symplectic vector bundles with all gaps in the slope

sequences are bounded by 2g − 2. Note that Bungaps≤2g−2
H (Fq) is a finite set.

Proposition 3.1.1. Let f : BunG(Fq) → C be a function such that the constant terms fP = 0

for any non-maximal parabolic subgroup P of G. Then the restriction of f on BunH(Fq) is finitely

supported.

Proof. We show that f vanishes outside Bungaps≤2g−2
H (Fq). Let Es ̸∈ Bungaps≤2g−2

H (Fq). Assume

that Harder-Narasimhan filtration of Es is given by (3.1.1).

The Harder-Narasimhan filtration of the vector bundle Es ⊕O is then given by

0 ⊊ W1 ⊊ · · · ⊊ Wk ⊊ W⊥
k ⊕O ⊊ · · · ⊊ W⊥

1 ⊕O ⊊ Es.

Therefore, the proposition follows from lemma 3.1.2 below. □

Lemma 3.1.2. Let f : BunG(Fq) → C satisfies the condition in proposition 3.1.1. Let E ∈
BunG(Fq) such that in the slope sequence of E there are two gaps > 2g − 2. Then f(E) = 0.

Proof. Suppose that the Harder-Narasimhan filtration of E is given by 0 ⊊ W1 · · · ⊊ Wk ⊊ E with

slopes µr := µ(Wr/Wr−1) satisfies µi − µi−1 > 2g − 2, µj − µj−1 > 2g − 2.

Take a = rankWi, b = rankWj . Consider the parabolic subgroup P = Pa,b,c = MN of GL2n+1.

For (V1,V2,V3) ∈ BunM (Fq), we have

fP (V1,V2,V3) =
∑

F•:=0⊂F1⊂F2⊂F3⊂V∈BunP (Fq)
Fi/Fi−1

∼=Vi

1

Aut(F•)
f(V) = 0

Consider the case when V1 = Wi, V2 = Wj/Wi, W3 = E/Wj . Since for i = 1, 2, µ(Vi) >

µ(Vi+1) + 2g − 2, we have Ext1(V2,V1) = Ext1(V3,V2) = 0. Therefore fP (V1,V2,V3) is a non-zero

multiple of f(E). This implies f(E) = 0. □
11



Note that cuspidal Eisenstein series associated to maximal parabolic subgroup satisfy the as-

sumption of the proposition 3.1.1, therefore we obtain.

Corollary 3.1.3. Let P be a maximal parabolic subgroup of G, let φ ∈ AP,cusp(G) be a right

K = G(O) invariant function. Then the Eisenstein series E(·, φ, λ) is compactly supported on [H]

whenever λ is regular.

Remark 3.1.4. As previously noted, the assumption that φ is unramified is only for sake of

convenience. The corollary holds without this assumption.

3.2. Number field case. In the number field case, we use Zydor’s truncation to replace the

Harder-Narasimhan argument in the function field. The reader can compare the approach here and

Lafforgue’s interpretation of Arthur truncation in the function field case [Laf97]. Let λ : Gm → A′
0

be a cocharacter, recall that we have a parabolic subgroup P (λ) associated to λ recalled in (2.2.1).

We denote by λG the cocharacter i ◦ λ, where i : A′
0 → A0 is the natural embedding.

Proposition 3.2.1. The map

F ′(B′) → F , P (λ) 7→ P (λG)

is a well-defined injection.

Proof. For λ of the form

λ(t) = diag(ta1 , · · · , tan , t−an , · · · , t−a1),

where a1 ≥ a2 · · · ≥ an ≥ 0 are integers. For n+ 1 ≤ k ≤ 2n, we put ak := −a2n+1−k. Then the Lie

algebra of P (λG) consisting of roots ei − ej where 1 ≤ i ≤ j ≤ 2n or ai = aj or ai = 0, j = 2n+ 1

or aj = 0, i = 2n+ 1. It is easily seen that these conditions only depends on P (λ). □

We denote the image of the map by FH , and call its elements the H-relevant parabolic subgroups.

For P ′ ∈ F ′(B′) we denote by P the image of P ′ in FH in the map above. Note that P ∩H = P ′,

so this notation is compatible with our convention in (2.5.2)

We recall the Zydor’s construction of truncation operator in [Zyd19, §3.7] For φ ∈ T ([G]) and

h ∈ [H], we define

ΛTHφ(h) =
∑
P ′∈F ′

εP ′
∑

γ∈P ′(F )\H(F )

τ̂P ′(HP ′(γh) − TP ′)φP (γh). (3.2.1)

The following theorem is due to Zydor [Zyd19, theorem 3.9], for the reader’s convenience, we

include a proof here.

Theorem 3.2.2 (Zydor). For T sufficiently positive, ΛTφ ∈ S0([H]). More precisely, for any

N > 0, there exists a continuous semi-norm ∥ · ∥ (depending on N) on T ([G]) such that

∥ΛTHφ∥∞,N ≪ ∥φ∥.

Where we recall that ∥ · ∥∞,N is the norm defined in (2.3.1).
12



Proof. Recall the function space T (H) in [BLX24, §4.9] (denoted by TF (G) in loc. cit). It consists

of tuples of functions (P ′φ) for each P ′ ∈ F ′(B′), such that P ′φ′ ∈ T (P ′(F )\H(A)) for any P ′ and

P ′φ− Q′φ ∈ S
dQ

′
P ′

(P ′(F )\H(A)) for any P ′ ⊂ Q′ (see loc. cit. for the definition of dQ
′

P ′). The space

T (H) carries a natural topology and by [BLX24, Proposition 4.27], it suffices to check that the

tuple (φP )P ′∈F ′(B′) belongs to T (H) and the map

T ([G]) → T (H), φ 7→ (φP )

is continuous.

By the approximation by constant term [BCZ22, Proposition 2.5.14.1], it suffices to check that

dQ
′

P ′ ∼ dQP on [H]P ′ . For a suitably chosen Siegel set, we have sP
′ ⊂ sP , therefore, it reduces to the

following claim:

(3.2.2) For P ′ ⊂ Q′, let α ∈ X∗(A0) be a root in nP ∩mQ, then a multiple of α|A′
0

is a root

in nP ′ ∩mQ′ ,

which one can easily check directly. □

We record a corollary of the theorem above.

Corollary 3.2.3. Let Q be a maximal parabolic subgroup of G, and let φ ∈ AQ,cusp(G). Then for

λ ∈ a∗P,C such that the Eisenstein series E(g, φ, λ) is holomorphic, it is Schwartz on [H]. In other

words, h 7→ E(h, φ, λ) ∈ S([H]).

Proof. Note that for any P ′ ∈ F ′(B′) such that P ′ ̸= G′, the corresponding element P in FH is not

a maximal parabolic subgroup of G. Hence by the constant term formula (2.4.1), EP (h, φ, λ) = 0.

As a consequence, for any sufficiently regular T ∈ a′0, ΛTHE(h, φ, λ) = E(h, φ, λ). The corollary the

follows from theorem 3.2.2 (applied to R(X)E(·, φ, λ) for any X ∈ U(g∞)). □

In particular, for any cuspidal Eisenstein series associated to maximal parabolic subgroup, the

period ∫
[H]

E(h, φ, λ)dh

is absolutely convergent whenever λ is regular.

4. Vanishing of certain period

4.1. A lemma on Klingen-mirabolic period. Let P be the subgroup of GL2n of the following

form 1 ∗ ∗
g ∗

1

 , g ∈ GL2n−2 .

We call it the Klingen-mirabolic subgroup of GL2n. Recall P ′ = P ∩ H. We call it the Klingen-

mirabolic subgroup of H. Write the Levi decomposition of P = GL♭2n U , where U is the unipotent

radical and

GL♭2n =

1

g

1

 , g ∈ GL2n−2 .
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Then P ′ = H♭U ′, where

H♭ =

1

h

1

 , h ∈ Sp2n−2,

and

U ′ =


1 a b c

In−1 Jn−1
tb

In−1 −Jn−1
ta

1

 , a, b ∈ Fn−1, c ∈ F.

The form of U ′ follows from the general computation that
In−a X Y Z

Ia W

Ia T

In−a


is an element of the symplectic group if and only if:

T = −JatXJn−a, W = Ja
tY Jn−a, ZtJn−a +W tJaT − T tJaW − Jn−aZ = 0.

Let P ♭ be the Klingen-mirabolic subgroup of GL♭2n and let P ′,♭ be the Klingen-mirabolic subgroup

of H♭.

Note that

(4.1.1) U ′ is a normal subgroup of U and U/U ′ is abelian.

Let dp′ be the right Haar measure on P ′(A). More concretely, we have∫
[P ′]

f(p′)dp′ =

∫
[H♭]

∫
[U ′]

f(u′h)du′dh.

We say a parabolic subgroup Q of GL2n is θ-stable, if θ(Q) = Q, where we recall θ is the involution

defined in (2.5.1). We say a smooth function f on [P ] is θ-cuspidal if, for all θ-stable parabolic

subgroup Q of GL2n, the constant term

fQ(p) :=

∫
[NQ]

f(np)dn

vanishes. Note that NQ ⊂ P so the integration above makes sense. More concretely, we have the

following description:

(4.1.2) f is θ-cuspidal, if and only if fNk,2n−2k,k
= 0 for all k = 1, 2, · · · , n.

Lemma 4.1.1. Let f ∈ S([P ]) be a θ-cuspidal function on [P ], then we have∫
[P ′]

f(p′)dp′ = 0.

Proof. For p ∈ P (A), denote by fU ′ the function defined by

fU ′(p) :=

∫
[U ′]

f(u′p)du′.

By (4.1.1), for any p ∈ P (A), p 7→ fU ′(up) defines a function on [U/U ′].
14



Let ψn be the character on [U/U ′] defined by

ψn(u) = ψ(u12 + un−1,n),

where u12 and un−1,n denote the (1, 2) and (n− 1, n) entries of u respectively.

Note U/U ′ is abelian, by Fourier expansion on [U/U ′], we can write

fU ′(p) =
∑
χ

fU ′,χ(p), (4.1.3)

where the Fourier coefficient fU ′,χ is defined by

fU ′,χ(p) :=

∫
[U/U ′]

fU ′(up)χ−1(u)du.

When ψ = 1 is the trivial character, then fU ′,1(g) = fU (g) = 0 by the cuspidality assumption.

The nontrivial character on [U/U ′] can be written as u 7→ ψn(γ−1uγ), where γ ∈ H♭(F ). There-

fore, the equation (4.1.3) can be written as

fU ′(p) =
∑

γ∈P ′,♭(F )\H♭(F )

fU ′,ψn(γp).

Therefore by (4.1)∫
[P ′]

f(p′)dp′ =

∫
P ′,♭(F )\H♭(A)

fU ′,ψn(h)dh =

∫
P ′,♭(A)\H♭(A)

∫
[P ′,♭]

fU ′,ψn(ph)dpdh.

One check easily that fU ′,ψn is a θ-cuspidal function on P ♭. Therefore, by induction on n, we only

need to check the case when n = 1, in which case the proposition is trivial. □

4.2. Vanishing of symplectic period. For g ∈ GL2n(A) and Φ ∈ S(An), we put

Θ′(g,Φ) = |det g|
1
2

∑
0̸=v∈F2n

Φ(vg).

Recall the Epstein series

E(g,Φ, s) =

∫
A∞

GL2n

Θ′(ag,Φ)|det ag|s−
1
2 da, g ∈ GL2n(A).

By [JS81, Lemma 4.2], the integral defining E(g,Φ, s) is absolutely convergent when Re(s) > 1 and

the map s 7→ E(·,Φ, s) extends to a meromorphic function valued in T ([GL2n]) with simple poles

at s = 0, 1 of respective residues Φ(0) and Φ̂(0).

Lemma 4.2.1. Let φ ∈ Tcusp([GL2n]). Thus, for any s ̸= {0, 1}, we have∫
[Sp2n]

φ(h)E(h,Φ, s) = 0. (4.2.1)

Proof. The integral is absolutely convergent because φ ∈ S([Sp2n]).

Recall that P ′ denotes the Klingen-mirabolic subgroup of H = Sp2n. Let e2n = (0, · · · , 0, 1);

then P ′ is the stabilizer of e2n in Sp2n.

For Re(s) > 1, we put

F (g,Φ, s) = |det g|s
∫
A∞

GL2n

Φ(ae2ng)|det a|sda.
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The integral is absolutely convergent. Then for Re(s) > 1, we have

E(g,Φ, s) =
∑

γ∈P ′(F )\ Sp2n(F )

F (γg,Φ, s).

Therefore the integral (4.2.1) can be written as∫
P ′(F )\Sp2n(A)

φ(h)F (h,Φ, s)dh.

Note that for all p′ ∈ P ′(A) and h ∈ H(A), we have F (p′h,Φ, s) = F (h,Φ, s). The integral above

is therefore equal to ∫
P ′(A)\Sp2n(A)

∫
[P ′]

φ(p′h)F (h,Φ, s)dp′dh,

which vanishes by lemma 4.1.1. Since the integral (4.2.1) is meromorphic in s, we see that it

vanishes for any s ̸= {0, 1}. □

Corollary 4.2.2. Let φ ∈ Tcusp([GL2n]), then∫
[Sp2n]

φ(h)dh = 0.

Proof. Take Φ ∈ S(An) such that Φ(0) = 1. Then, taking residue of (4.2.1) at s = 0 suffices. □

Remark 4.2.3. The proposition is also proved in [JR92]; however, the proof applies to cuspidal

automorphic forms, and the proposition above can be applied to any cuspidal function.

4.3. Vanishing of certain Sp2n ⊂ GL2n+1-period. For any f ∈ T ([G]), we define

PH(f) =

∫
[H]

f(h)dh

if the integral is convergent.

Proposition 4.3.1. We have PH(f) = 0 if either

• f ∈ Tcusp([G]), or

• f is a pseudo-Eisenstein series E(g, φ) for φ ∈ Scusp([G]Q), where Q is a maximal parabolic

subgroup not associated to Pn,n+1.

Proof. By the formula for the constant term of pseudo-Eisenstein series (see (2.3.3)), in the first

case or the second case when Q is not of the type (1, 2n) or (2n, 1), we have the Fourier expansion

f(g) =
∑

γ∈P2n(F )\GL2n(F )

fψ(γg),

where P2n denotes the mirabolic subgroup of GL2n fixing e2n and

fψ(γg) =

∫
[U2n]

f(ug)ψ−1(u2n)du,

where the last column of u is given by t(u1, · · · , u2n, 1).
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Note that under the right action of H(F ) on P2n(F )\GL2n(F ), there is only one orbit, and the

stabilizer of 1 is P ′. Therefore, we can write

PH(f) =

∫
P ′(F )\H(A)

fψ(h)dh.

Using (2.3.3) again, the map [P ] ∋ p 7→ fψ(p) is a θ-cuspidal function on [P ]. Therefore, the

proposition follows from lemma 4.1.1.

We then treat the case when Q is of type (1, 2n) or (2n, 1). We prove the case when Q is of type

(2n, 1), the case when Q is of type (1, 2n) is the same.

By (2.3.3), we have

f(g) =
∑

γ∈P2n(F )\GL2n(F )

fψ(γg) + φ(g).

The argument above shows that∫
[H]

∑
γ∈P2n(F )\GL2n(F )

fψ(γh)dh = 0,

it remains to show ∫
[H]

φ(h)dh = 0.

This follows from corollary 4.2.2. □

We observe that the above proof applies also for f ∈ Scusp([P2n+1]), where P2n+1 denotes the

mirabolic subgroup of G = GL2n+1.

Let r ≥ 1 and k ≥ 0, denote by U2r+1,k the subgroup of N2r+1,k consisting of elements of the

form I2r 0 ∗
1 0

Ik

 .

Identify Sp2r with the subgroup of GL2r+1 ⊂M2r+1,k at the top-left corner as usual.

Corollary 4.3.2. For any f ∈ Scusp([GL2r+k+1]), we have∫
[Sp2r ⋉U2r+1,k]

f(h)dh = 0.

Proof. For g ∈ GL2r+k+1(A), denote by fU2r+1,k
the function defined by

fU2r+1,k
(g) :=

∫
[U2r+1,k]

f(ug)dg.

Then one checks easily that fU2r+1,k
∈ Scusp([P2r+1]). By the previous remark, we have∫

[Sp2r ⋉U2r+1,k]
f(h)dh =

∫
[Sp2r]

fU2r+1,k
(h)dh = 0.

□

Remark 4.3.3. • In theorem 6.3.1, we will show that the same conclusion holds after we

replace the pseudo-Eisenstein series by the actual Eisenstein series.
17



• When f is a cuspidal automorphic form, the vanishing is also stated in [AGR93, Theo-

rem,(2)]. In loc. cit., the authors claim that for a generic representation π of GL2n+1(k)

over a local field k, we have HomSp2n(k)
(π, 1) = 0. This seems incorrect if one believes

the local conjecture for this BZSV quadruple. Moreover, the computations in §6.3 im-

ply that HomSp2n(A)(Π, 1) ̸= 0 for certain global parabolic induction Π; thus, we have

HomSp2n(Fv)(Πv, 1) ̸= 0 for each local place v.

5. Orbits

Throughout §5 and §6, we let P := Pn,n+1 be the maximal parabolic subgroup of type (n, n+ 1)

of GL2n+1 and let P = M ·N denote its Levi decompostion. So we do not follow the notations in

§4: we hope that it will cause no confusion.

5.1. Classification of the orbits of P (F )\G(F )/H(F ). In this subsection, we give a complete

classification of the double cosets P (F )\G(F )/H(F ), or equivalently, the orbits of the H(F )-action

on P (F )\G(F ). Let V0 = ⟨e1, · · · , en⟩ be the standard n-dimensional subspace. Then the map

g 7→ g−1V0 induces a bijection between P (F )\G(F ) and the set Grn := Gr(n, 2n + 1)(F ) of n-

dimensional subspaces of F 2n+1. So the double coset P (F )\G(F )/H(F ) can be identified with the

orbits of Grn(F ) under the action of Sp2n(F ). The orbits can be grouped into 4 different types,

which we call type I, II, III, IV respectively. For each γ ∈ P (F )\G(F ), we denote by Hγ the

stabilizer of γ in H(F ).

Recall that F 2n denotes the subspace of F 2n+1 with the last coordinate 0. Let p : F 2n+1 → F 2n

denote the projection to the first 2n coordinates. For a subspace V ⊂ F 2n+1, we denote by

i(V ) := V ∩ F 2n and denote by p(V ) the image of V under p. Let W be a subspace of F 2n, we

denote by r(W ) the Witt index of W .

(1) (Type I orbit) V ⊂ F 2n, then by Witt’s theorem, the Witt index r := r(V ) is the only

invariant of the Sp2n(F ) orbit of V in Grn(F ). In other words, if r(V ) = r(W ) for W ∈
Grn(F ), then there exists h ∈ Sp2n(F ) such that h−1V = W . It’s clear r ∈ {0, 1, · · · , [n2 ]}

(2) (Type II orbit) e2n+1 ∈ V . Then by Witt’s theorem again, the Witt index r := r(i(V )) =

r(p(V )) is the only invariant of the Sp2n(F ) orbit of V in Grn(F ). In this case, r ∈
{0, 1, · · · , [n−1

2 ]}
(3) (Type III and IV orbits) e2n+1 ̸∈ V and V ̸⊂ F 2n. In this case, we have dim p(V ) =

dim i(V )+1. Type III and IV orbits correspond to whether r(p(V )) = r(i(V )) or r(p(V )) =

r(i(V )) + 1 respectively. Consider the flag 0 ⊂ i(V ) ⊂ p(V ) ⊂ V , it is easy to apply the

next lemma to see that

• For V as above. The subspace V with r(p(V )) = r(i(V )) = r form a single Sp2n(F )

orbit. The possible values of r are the set {0, 1, · · · , [n−1
2 ]}. We call this a type III

orbit.

• Similarly, for V with r(p(V )) = r(i(V )) + 1 = r form a single Sp2n(F ) orbit. The

possible values of r are the set {1, 2, · · · , [n2 ]}. We call this a type IV orbit.

The following lemma is a basic fact in linear algebra, see e.g. [Shm94].
18



Recall that a Darboux basis for a non-degenerate symplectic vector space of dimension 2n is a

basis ⟨e1, · · · , en, f1, · · · , fn⟩ such that ⟨ei, ej⟩ = ⟨fi, fk⟩ = 0 and ⟨ei, fj⟩ = δij .

Lemma 5.1.1. Let V be a symplectic space over a field F with char(F ) ̸= 2. Let 0 ⊂ V1 ⊂ · · ·Vk ⊂
V be a flag of vector subspaces of V . Then there exists a Darboux basis B = {e1, · · · , en, f1, · · · , fn}
such that each Vi is generated by a subset of B.

5.2. Representatives and stabilizers. Throughout this section, we write an element h ∈ Hγ as

a 2n× 2n-matrix to emphasize that it lies in the stabilizer under the action of H = Sp2n. We write

the element γhγ−1 as a (2n + 1) × (2n + 1)-matrix to make it easy to see its factors in the Levi

decomposition of P .

5.2.1. Type I orbits. Consider type I orbits, for any 0 ≤ r ≤ [n2 ], we choose a representative

Vγ = ⟨e1, · · · , en−2r, en−r+1, · · · , en, en+1, · · · , en+r⟩,

and

γ−1 =


In−2r

Ir

Ir

Ir

In−r+1


such that γ−1V = Vγ . Then γ = γ−1.

(5.2.1) If r = 0, then it is clear that Hγ = P ′, the Siegel parabolic subgroup fixing the maximal

isotropic subspace V . We call this orbit the main orbit.

If r > 0, consider the isotropic subspace ⟨e1 · · · , en−2r⟩ again and consider the associated para-

bolic subgroup Qγ = Mγ ·Nγ . Again we have

Hγ = (Hγ ∩Mγ) ·Nγ .

Denote by Uγ the normal subgroup of Nγ consisting of elements of the following form

h =



In−2r X Y Z

Ir Jr
tY Jn−2r

Ir

Ir

Ir −JrtXJn−2r

In−2r


.

One can easily compute

γhγ−1 =



In−2r X Y Z

I2r

Ir Jr
tY Jn−2r

Ir −JrtXJn−2r

In−2r

1


.
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On the other hand, we have

Mγ = GL(⟨e1, · · · , en−2r⟩) × Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩).

It’s clear GL(⟨e1, · · · , en−2r⟩) ⊂ Hγ . So we have

Hγ ∩Mγ = GL(⟨e1, · · · , en−2r⟩) × (Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩)).

It’s clear Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩) stabilizes ⟨en−r+1, · · · , en, en+1, · · · , en+r⟩.
Then it follows

Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩)

= Sp(⟨en−2r+1, · · · , en−r, en+r+1, · · · , en+2r⟩) × Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩).

Denote the subgroup Sp(⟨en−2r+1, · · · , en−r, en+r+1, · · · , en+2r⟩) by Sγ . Then Sγ is normal in

Hγ ∩Mγ . It’s easy to see Sγ normalizes Uγ ; thus, Sγ · Uγ is a subgroup of Hγ . Also, by direct

computation, we can show that

Sγ · Uγ ◁Hγ = (Hγ ∩Mγ) ·Nγ .

Write elements of Sγ in the following form

h =


In−2r

A B

I2r

C D

In−2r

 .

One can easily compute

γhγ−1 =


In

A B

C D

In−2r+1

 .

5.2.2. Type II orbits. Consider type II orbits, for any 0 ≤ r ≤ [n−1
2 ], we choose a representative

Vγ = ⟨e2, · · · , en−2r, en−r+1, · · · , en, en+1, · · · , en+r, e2n+1⟩,

and

γ−1 =



1

In−2r−1

Ir

Ir

Ir

In−r

1


such that γ−1V = Vγ . Then γ = γ−1.
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If r > 0, denote by Uγ the normal subgroup of Nγ consisting of elements of the following form

h =



1

In−2r−1 X Y Z

Ir

Ir Jr
tY Jn−2r−1

Ir −JrtXJn−2r−1

Ir

In−2r−1

1


.

One can easily compute

γhγ−1 =



1

In−2r−1 Y X Z

Ir −JrtXJn−2r−1

Ir Jr
tY Jn−2r−1

I2r

In−2r−1

I2


.

On the other hand, we have

Mγ = GL(⟨e2, · · · , en−2r⟩) × Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩).

It’s clear GL(⟨e2, · · · , en−2r⟩) ⊂ Hγ . So we have

Hγ ∩Mγ = GL(⟨e2, · · · , en−2r⟩) × (Hγ ∩ Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩)).

It’s clearHγ∩Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩) stabilizes ⟨en−r+1, · · · , en, en+1, · · · , en+r⟩.
Then it follows

Hγ ∩ Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩)

= Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩) × Sp(⟨e1, en−2r+1, · · · , en−r, en+r+1, · · · , en+2r, e2n).

Denote the subgroup Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩) by Sγ . Then we can show again

Sγ · Uγ ◁Hγ = (Hγ ∩Mγ) ·Nγ .

Write elements of Sγ in the following form

h =


In−r

A B

C D

In−r

 .
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One can easily compute

γhγ−1 =


In−2r

D C

B A

In+1

 .

If r = 0, we let Sγ = 1 and Uγ = Nγ . Write elements in Nγ in the following form

h =


1 tyJn−1

x In−1 Z y

In−1

−txJn−1 1

 .

One can easily compute

γhγ−1 =


1

In−1 Z y x

In−1

−txJn−1 1
tyJn−1 1

 .

5.2.3. Type III orbits. Consider type III orbits, for any 0 ≤ r ≤ [n−1
2 ], we choose a representative

Vγ = ⟨e1 + e2n+1, e2, · · · , en−2r, en−r+1, · · · , en, en+1, · · · , en+r⟩,

and

γ−1 =



1

In−2r−1

Ir

Ir

Ir

In−r

1 1


such that γ−1V = Vγ . Then

γ =



1

In−2r−1

Ir

Ir

Ir

In−r

−1 1


.

Consider the isotropic subspace ⟨e2 · · · , en−2r⟩ again and consider the associated parabolic sub-

group Qγ = Mγ ·Nγ . Again we have

Hγ = (Hγ ∩Mγ) ·Nγ .
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If r > 0, denote by Uγ the normal subgroup of Nγ consisting of elements of the following form

h =



1

In−2r−1 X Y Z

Ir

Ir Jr
tY Jn−2r−1

Ir −JrtXJn−2r−1

Ir

In−2r−1

1


.

One can easily compute

γhγ−1 =



1

In−2r−1 Y X Z

Ir −JrtXJn−2r−1

Ir Jr
tY Jn−2r−1

I2r

In−2r−1

I2


.

On the other hand, we have

Mγ = GL(⟨e2, · · · , en−2r⟩) × Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩).

It’s clear GL(⟨e2, · · · , en−2r⟩) ⊂ Hγ . So we have

Hγ ∩Mγ = GL(⟨e2, · · · , en−2r⟩) × (Hγ ∩ Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩)).

Note the subgroup Hγ ∩Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩) stabilizes the subspace ⟨e1 +

e2n+1, en−r+1, · · · , en, en+1, · · · , en+r⟩. Then it also stabilizes ⟨en−r+1, · · · , en, en+1, · · · , en+r⟩, which

is the intersection of ⟨e1 + e2n+1, en−r+1, · · · , en, en+1, · · · , en+r⟩ with F 2r. By similar arguments,

we can show

Hγ ∩ Sp(⟨e1, en−2r+1, · · · , en, en+1, · · · , en+2r, e2n⟩)

= Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩) × (Hγ ∩ Sp(⟨e1, en−2r+1, · · · , en−r, en+r+1, · · · , en+2r, e2n)).

Denote the subgroup Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩) by Sγ . Then Sγ is normal in Hγ ∩Mγ .

It’s easy to see Sγ normalizes Uγ ; thus, Sγ · Uγ is a subgroup of Hγ . Also, by direct computation,

we can show that

Sγ · Uγ ◁Hγ = (Hγ ∩Mγ) ·Nγ .

Write elements of Sγ in the following form

h =


In−r

A B

C D

In−r

 .
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One computes easily

γhγ−1 =


In−2r

D C

B A

In+1

 .

If r = 0, denote by Uγ the normal subgroup of Nγ consisting elements of the following form

h =


1 tyJn−1

In−1 Z y

In−1

1

 .

One computes easily

γhγ−1 =


1 tyJn−1

In−1 Z y

In−1

1

−tyJn−1 1

 .

Again, one obtains

Hγ ∩Mγ = GL(⟨e2, · · · , en⟩) × (Hγ ∩ Sp(⟨e1, e2n⟩)).

This implies the subgroup Sγ = Hγ ∩ Sp(⟨e1, e2n⟩) is normal in Hγ ∩Mγ . And we have again

Sγ · Uγ ◁Hγ = (Hγ ∩Mγ) ·Nγ .

Write elements of Sγ in the following form

h =

1 s

I2n−2

1

 .

One computes easily

γhγ−1 =


1 s

I2n−2

1

−s 1

 .

5.2.4. Type IV orbits. Consider type IV orbits, for any 1 ≤ r ≤ [n2 ], we choose a representative

Vγ = ⟨e1, · · · , en−2r, en−r+1, · · · , en, en+1 + e2n+1, · · · , en+r⟩,
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and

γ−1 =



In−2r

Ir

Ir

1

Ir−1

In−r

1 1


such that γ−1V = Vγ . Then

γ =



In−2r

1

Ir−1

Ir

Ir

In−r

−1 1


.

Consider the isotropic subspace ⟨e1 · · · , en−2r⟩ again and consider the associated parabolic sub-

group Qγ = Mγ ·Nγ . Again we have

Hγ = (Hγ ∩Mγ) ·Nγ .

Denote by Uγ the normal subgroup of Nγ consisting of elements of the following form

h =



In−2r X Y Z

Ir Jr
tY Jn−2r

Ir

Ir

Ir −JrtXJn−2r

In−2r


. One computes easily

γhγ−1 =



In−2r X Y Z

I2r

Ir Jr
tY Jn−2r

Ir −JrtXJn−2r

In−2r

1


.

On the other hand, we have

Mγ = GL(⟨e1, · · · , en−2r⟩) × Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩).

It’s clear GL(⟨e1, · · · , en−2r⟩) ⊂ Hγ . So we have

Hγ ∩Mγ = GL(⟨e1, · · · , en−2r⟩) × (Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩)).
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Similarly, Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩) stabilizes ⟨en−r+1, · · · , en, en+1, · · · , en+r⟩,
which is the projection of ⟨en−r+1, · · · , en, en+1 + e2n+1, · · · , en+r⟩ to F 2r. Then it follows

Hγ ∩ Sp(⟨en−2r+1, · · · , en, en+1, · · · , en+2r⟩)

= Sp(⟨en−2r+1, · · · , en−r, en+r+1, · · · , en+2r) × (Hγ ∩ Sp(⟨en−r+1, · · · , en, en+1, · · · , en+r⟩)).

This implies the subgroup Sγ = Sp(⟨en−2r+1, · · · , en−r, en+r+1, · · · , en+2r⟩) is normal in Hγ∩Mγ .

Again, we have

Sγ · Uγ ◁Hγ = (Hγ ∩Mγ) ·Nγ .

Write elements of Sγ in the following form

h =


In−2r

A B

I2r

C D

In−2r

 .

One computes easily

γhγ−1 =


In

A B

C D

In−2r+1

 .

6. Proof of the main result

In this section, we prove our main results (theorem 6.3.1) concerning Sp2n-periods of cusp forms

and cuspidal Eisenstein series attached to maximal parabolic subgroups. For convenience, we only

treat the number field case; the function field case follows from a similar (indeed easier) argument.

Recall that P = Pn,n+1 is the maximal parabolic subgroup of type (n, n+ 1) of GL2n+1.

6.1. Intertwining period. For φ ∈ T ([G]P ) and λ ∈ a∗P,C, if convergent, we define the intertwin-

ing period of φ as

J(φ, λ) =

∫
[H]P ′

φ(h)e⟨λ,HP (h)⟩dh.

We put J(φ) := J(φ, 0).

Lemma 6.1.1. If φ ∈ Tcusp([G]P ), then integral defining J(φ, λ) is absolutely convergent for any

λ ∈ a∗P,C.

Proof. Replacing φ(h) by φ · e⟨λ,HP (·)⟩, we can assume λ = 0. Since φ ∈ Tcusp([G]P ), φ|[H]P ′ ∈
S([H]P ′) (see (2.3.2)) the result follows. □

We can also relate the intertwining period to Whittaker functions. Denote the upper triangular

unipotent subgroups of GLi by Ni. Let ψn,n+1 be the character on [Nn] × [Nn+1] defined by

ψn,n+1(u) = ψ(u1,2 + · · · + un−1,n + un+1,n+2 + · · · + u2n,2n+1).
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For φ ∈ T ([G]P ), we define

Wφ(g) =

∫
[Nn]×[Nn+1]

φ(ug)ψn,n+1(u)du.

By the usual expansion into Whittaker functions, recall that N ′
2n+1 := N2n+1 ∩H, we can write

J(φ, λ) =

∫
P ′(A)\H(A)

∫
Nn(A)\GLn(A)

WR(h)φ

J tm−1J

m

1

 |detm|n+1+sλe⟨λ,HP (h)⟩dmdh

=

∫
N ′

2n+1(A)\H(A)
Wφ(h)e⟨λ,HP (h)⟩dh,

(6.1.1)

when Re(sλ) ≫ 0, where sλ ∈ C is determined by

exp

⟨λ,HP

J tm−1J

m

1

⟩

 = |detm|sλ .

6.2. Period of pseudo-Eisenstein series.

Proposition 6.2.1. Let φ ∈ S([G]P ) and let E(·, φ) be the pseudo-Eisenstein series. Then∫
[H]

E(h, φ)dh = J(φ)

Proof. Since φ ∈ S([G]P ), we have |φ| ∈ S00([G]P ). Hence the expression∫
[H]

∑
γ∈P (F )\G(F )

|φ(γh)|dh

is finite. Let [P (F )\G(F )/H(F )] denote an arbitrary representative of the double coset P (F )\G(F )/H(F ).

Therefore ∫
[H]

E(h, φ)dh =
∑

γ∈[P (F )\G(F )/H(F )]

∫
Hγ(F )\H(A)

φ(γh)dh

=
∑

γ∈[P (F )\G(F )/H(F )]

∫
Hγ(A)\H(A)

∫
[Hγ ]

φ(γhγ−1γg)dhdg

Note that γhγ−1 ∈ P . In § 5.2, we give a complete list of one choice of [P (F )\G(F )/H(F )]. When

the orbit is not the main orbit (see (5.2.1)), we list a normal subgroup Sγ · Uγ and compute the

explicit form of γhγ−1 for h in Sγ or Uγ respectively. Using cuspidality or corollary 4.3.2, the

integral on this normal subgroup already vanishes. Therefore, only the main orbit contributes,

which gives ∫
P ′(F )\H(A)

φ(h)dh = J(φ).

□
27



6.3. Period of cuspidal Eisenstein series. In this subsection, we prove the main theorem.

Theorem 6.3.1. Let Q be a maximal parabolic subgroup of G and let φ ∈ AQ,cusp(G). Then

(1) If Q is not associate to P , then PH(E(·, φ, λ)) = 0 for any λ such that E(·, φ, λ) is regular.

(2) If Q = P , then for any λ such that E(·, φ, λ) is regular,

PH(E(·, φ, λ)) = J(φ, λ).

Proof. By meromorphicity, we only need to check both (1) and (2) within the convergence domain

of the Eisenstein series.

For φ ∈ AP,cusp(G) and β ∈ PW(ia∗P ) (see (2.2.2)). Let

φ′(g) =

∫
ia∗P

e⟨λ,HP (g)⟩β(λ)φ(g)dλ.

Then φ′ ∈ Scusp([G]P ). Moreover, for λ0 ∈ a∗P sufficiently positive, we have

E(φ′, g) =

∫
λ0+ia∗P

E(g, φ, λ)β(λ)dλ.

Note that E(h, φ, λ) forms a bounded set in T ([G]) as λ varies in λ0 + ia∗P . By theorem 3.2.2

and lemma 6.1.1, both the integrals∫
[H]

∫
λ0+ia∗P

|E(h, φ, λ)β(λ)|dλdh.

and ∫
λ0+ia∗P

∫
[H]P ′

|φ(h)β(λ)|e⟨λ0,HP (g)⟩dhdλ

are convergent. By proposition 6.2.1, we then see that∫
λ0+ia∗P

∫
[H]

E(h, φ, λ)β(λ)dλ = J(φ′, λ) =

∫
λ0+ia∗P

J(φ, λ)β(λ)dλ.

Since β is arbitrary, (2) holds. The proof of (1) is similar (and indeed easier). □

6.4. Proof of Theorem 1.1.3. By lemma 6.1.1, let Π = Πn ⊗ Πn+1 be a cuspidal automorphic

representation of GLn(A)×GLn+1(A) with central character trivial on A∞
GLn

×A∞
GLn+1

, if φ ∈ AP,Π,

by theorem 6.3.1 and (6.1.1), we have

PH(E(·, φ, λ)) =

∫
N ′

2n+1(A)\H(A)
Wφ(h)e⟨λ,HP (h)⟩dh, (6.4.1)

for λ ∈ a∗P,C such that Re(sλ) ≫ 0.

Fix a decomposition Π = ⊗′
vΠv, ψ = ⊗vψv and assume φ = ⊗′

vφv is a pure tensor. Here

each φv lies in the local parabolic induction Ind
G(Fv)
P (Fv)

Πv. Note the additive character ψn,n+1 we

defined before can be decomposed as
∏
v ψn,n+1,v, where each ψn,n+1,v is the additive character on

Nn(Fv) ×Nn+1(Fv). Let W(Πv, ψv) denote the Whittaker model of the generic representation φv

with respect to ψn,n+1,v. We regard the parabolic induction Ind
G(Fv)
P (Fv)

W(Πv, ψv) as the spaces of

functions f : G(Fv) → C such that for any g ∈ G(Fv),

δ
− 1

2
P (m)f(mg), m ∈M(Fv) = GLn(Fv) × GLn+1(Fv)
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lies in W(Πv, ψv) as a function on GLn(Fv) × GLn+1(Fv). Due to the uniqueness of the Whittaker

model, we have

Wφ(g) =
∏
v

Wφv(gv), g = (gv) (6.4.2)

where Wφv denotes the vector in Ind
G(Fv)
P (Fv)

W(Πv, ψv) associated to φv. For any local place v and

φv ∈ Ind
G(Fv)
P (Fv)

Πv, we define the local period integral

PH,v(φv, λ) =

∫
N ′

2n+1(Fv)\H(Fv)
Wφv(hv)e

⟨λ,HP (hv)⟩dhv.

By (6.4.1) and (6.4.2), we have

PH(E(·, φ, λ)) = ∆−1
H

∏
v

PH,v(φv, λ).

Unfold the local period integral, and we can see

PH,v(φv, λ) =

∫
P ′(Fv)\H(Fv)

∫
Nn(Fv)\GLn(Fv)

WR(hv)φv

J tm−1
v J

mv

1


| detmv|n+1+sλe⟨λ,HP (hv)⟩dmvdhv.

This integral converges absolutely for λ such that Re(sλ) ≫ 0, and extends meromorphically to all

λ ∈ a∗P,C.

Let W (φv) denote the vector in W(Πv, ψv) defined by

W (φv)(m) = δ
− 1

2
P (m)Wφv(m), m ∈ GLn(Fv) × GLn+1(Fv).

Then we have

Wφv

J tm−1
v J

mv

1

 = W (φv)(J
tm−1

v J,

(
mv

1

)
)| detmv|−

2n+1
2

and we can write

PH,v(φv, λ) =

∫
P ′(Fv)\H(Fv)

∫
Nn(Fv)\GLn(Fv)

W (R(hv)φv)

(
J tm−1

v J,

(
mv

1

))
|detmv|

1
2
+sλe⟨λ,HP (hv)⟩dmvdhv.

Using Iwasawa decomposition, we have

PH,v(φv, λ) =

∫
KH,v

∫
Nn(Fv)\GLn(Fv)

W (R(kv)φv)

(
J tm−1

v J

(
mv

1

))
|detmv|

1
2
+sλdmvdkv

for a suitable Haar measure on KH,v. Moreover, when ψv is unramified, vol(KH,v) = 1. Assume

Πv is unramified and let φ◦
v be the unique spherical vector in Ind

G(Fv)
P (Fv)

Πv such that Wφ◦
v
(1) = 1.

Then, by the unramified computation of the local Rankin-Selberg integral, we have

PH,v(φ◦
v, λ) = L(sλ + 1,Π∨

n,v × Πn+1,v).
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If we define the local normalized period integral by

P♮
H,v(φv, λ) =

PH,v(φv, λ)

L(sλ + 1,Π∨
n,v × Πn+1,v)

,

then for any λ ∈ a∗P,C, we have

PH(E(·, φ, λ)) = (∆∗
H)−1L(sλ + 1,Π∨

n × Πn+1)
∏
v

P♮
H,v(φv, λ).

In particular, setting λ = 0 gives

PH(E(·, φ)) = (∆∗
H)−1L(1,Π∨

n × Πn+1)
∏
v

P♮
H,v(φv). (6.4.3)

Here we put P♮
H,v(φv) := P♮

H,v(φv, 0). Since Πn and Πn+1 are both unitary, L(1,Π∨
n × Πn+1) =

L(1,Πn × Π∨
n+1). Taking conjugate of (6.4.3), we have

PH(E(·, φ)) = (∆∗
H)−1L(1,Πn × Π∨

n+1)
∏
v

P♮
H,v(φv),

therefore

|PH(E(·, φ))|2 = (∆∗
H)−2L(1,Π∨

n × Πn+1)L(1,Πn × Π∨
n+1)

∏
v

|P♮
H,v(φv)|

2. (6.4.4)

We define the Petterson norm of φ by

⟨φ,φ⟩Pet =

∫
[G]P,0

|φ(x)|2dx =

∫
P (A)\G(A)

∫
[M ]0

|φ(mg)|δP (m)−1dmdg.

Let Pn and Pn+1 denote the mirabolic subgroups of GLn and GLn+1 respectively. We define the

following local inner product

⟨φv, φv⟩ =

∫
P (Fv)\G(Fv)

∫
Nn(Fv)×Nn+1(Fv)\Pn(Fv)×Pn+1(Fv)

|W (R(gv)φv)(m1,v,m2,v)|2d∗m1,vd
∗m2,vdgv.

And we consider the normalization

⟨φv, φv⟩♮ =
∆GLn,v∆GLn+1,v⟨φv, φv⟩

L(1,Πn,v,Ad)L(1,Πn+1,v,Ad)
.

Then according to [JS81, §4], we have

⟨φ,φ⟩Pet = (∆∗
G)−1L∗(1,Πn,Ad)L∗(1,Πn+1,Ad)

∏
v

⟨φv, φv⟩♮. (6.4.5)

Note that

L∗(1,Πn ⊞ Πn+1,Ad) = L∗(1,Πn,Ad)L∗(1,Πn+1,Ad)L(1,Π∨
n × Πn+1)L(1,Πn × Π∨

n+1),

and

L∗(1,Π,Ad) = L∗(1,Πn,Ad)L∗(1,Πn+1,Ad).

We devide (6.4.4) by (6.4.5), then we can write

|PH(E(·, φ))|2

⟨φ,φ⟩Pet
=

∆∗
G

(∆∗
H)2

L∗(1,Πn ⊞ Πn+1,Ad)

L∗(1,Π,Ad)2

∏
v

|P♮
H,v(φv)|2

⟨φv, φv⟩♮
.
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Note the BZSV dual of (GL2n+1, Sp2n, 0, 1) should be (GL2n+1,GLn×GLn+1, 0, 1). This implies

that ρ̂0 is the adjoint representation of GLn×GLn+1 on gl2n+1. So we can write L∗(1,Π, ρ̂0) for

L∗(1,Πn ⊞ Πn+1,Ad), and then

|PH(E(·, φ))|2

⟨φ,φ⟩Pet
=

∆∗
G

(∆∗
H)2

L∗(1,Π, ρ̂0)

L∗(1,Π,Ad)2

∏
v

|P♮
H,v(φv)|2

⟨φv, φv⟩♮
.

Appendix A. Geometric conjecture (by Zeyu Wang)

In the appendix, we introduce the geometric analogues of various symplectic periods considered

in this paper and formulate their cuspidal vanishing results.

A.1. Conventions. We work with a connected smooth projective curve C over base field K = Fq.
We use to denote the constructible etale sheaf theory with coefficient k = Ql for any prime number

l ̸= char(K) as developed in [LZ17]. For each (higher) Artin stack X, we consider Shv(X) which

is the category of ind-constructible étale Ql-complexes over X. We have Shv(pt) = Vect which is

the category of complexes of vector spaces over k. For the purpose of this article, one can either

regard the categories as triangulated categories or ∞-categories.

The theory Shv enjoys a full six-functor formalism which we briefly recall as follows. For any

map f : X → Y between Artin stacks, one has associated adjoint pair of functors (f∗, f∗) where

f∗ : Shv(Y ) → Shv(X) and f∗ : Shv(X) → Shv(Y ). When the map f is locally of finite type, one

has adjoint pair (f!, f
!) where f! : Shv(X) → Shv(Y ) and f ! : Shv(Y ) → Shv(X). One also has

an adjoint pair (⊗,Hom). These functors enjoy many compatibilities and we refer to [LZ17] for a

complete list. We set Γc = f! and Γ = f∗ for f : X → pt where X is any Artin stack.

We use AS ∈ Shv(A1) to denote the Artin-Schreier sheaf (which depends on a choice of additive

character ψ : F×
q → k and we always fix such a choice). Denote AS− := [−1]∗AS where [−1] : A1 →

A1 is the map [−1](x) = −x.

For any algebraic group G over C, we use BunG to denote the moduli stack of G-torsors over C.

We abbreviate Bunn = BunGLn . For any subgroup P ⊂ GL2n, we denote P ′ := P ∩ Sp2n.

A.2. Geometric symplectic periods. Consider π2n+1 : BunSp2n → Bun2n+1 induced by the

natural inclusion Sp2n ⊂ GL2n+1, we define∫
Sp2n

: Shv(Bun2n+1) → Vect

via ∫
Sp2n

F := Γc(π
∗
2n+1F) ∈ Vect,F ∈ Shv(Bun2n+1).

Theorem A.2.1. For any F ∈ Shv(Bun2n+1)cusp, we have
∫
Sp2n

F = 0.

Remark A.2.2. The relation between theorem A.2.1 and [BSV24, Conjecture 12.1.1] can be seen

as follows: After restricting to ShvNilp(Bun2n+1) which is the category consisting of sheaves with
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nilpotent singular support, by [Ari+22a, Theorem 3.4.6] we have natural isomorphisms of functors∫
Sp2n

∼= Γc(−⊗ PX) ∼= ev(−⊗ Pr
X).

Here PX is the period sheaf for X = GL2n+1 /Sp2n introduced in [BSV24, §10.3]. The map

ev : ShvNilp(Bun2n+1)
⊗2 → Vect is the counit for the miraculous duality on ShvNilp(Bun2n+1).

The object Pr
X ∈ ShvNilp(Bun2n+1) is the right spectral projection of PX introduced in [BSV24,

§12.4]. Therefore, theorem A.2.1 restricted to ShvNilp(Bun2n+1) is a consequence of [BSV24, Con-

jecture 12.1.1] since the corresponding L-sheaf is supported on the reducible locus of LocǦ. In

particular, theorem A.2.1 verifies [BSV24, Conjecture 12.1.1] for X = GL2n+1 / Sp2n on the cuspi-

dal part (i.e. irreducible locus).

Consider also π2n : BunSp2n → Bun2n and πL,2n : Bun
A2n
L

Sp2n
for any L ∈ Bun1(K), where the later

is the moduli of (Es2n, α : L → Es2n) in which Es2n ∈ BunSp2n . Define also∫
Sp2n

: Shv(Bun2n) → Vect

via ∫
Sp2n

F := Γc(π
∗
2nF)

and ∫
A2n
L ×Sp2nGL2n

: Shv(Bun2n) → Vect

such that ∫
A2n
L ×Sp2nGL2n

F := Γc(π
∗
L,2nF).

We have

Theorem A.2.3. For any F ∈ Shv(Bun2n)cusp, we have
∫
Sp2n

F = 0.

Theorem A.2.4. For any F ∈ Shv(Bun2n)cusp, we have
∫
A2n
L ×Sp2nGL2n

F = 0.

A.3. Geometric Klingen-mirabolic period. Now we introduce a geometric analogue of Klingen-

mirabolic period and formulate its cuspidal vanishing result. This result will imply theorems A.2.1,

A.2.3, and A.2.4. Consider the correspondence

BunP ′
1,2n,1

BunP1,2n,1

Bun1

π1,2n,1

b1,2n,1
(A.3.1)

where we recall that

BunP ′
1,2n,1

= {(E1 ⊂ Es2n)}

and the maps are defined by

b1,2n,1(E1 ⊂ Es2n) = E1 ∈ Bun1.

π1,2n,1(E1 ⊂ Es2n) = (E1 ⊂ E⊥
1 ⊂ Es2n) ∈ BunP1,2n,1 .
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Here we use Ek (later we will also use E ′
k) to denote an arbitrary choice of vector bundle of rank n.

We use Esk to denote an arbitrary choice of a symplectic vector bundle of rank n. We use Ea ⊂ Eb
to denote an arbitrary choice of bundle inclusion (i.e. Ea should be saturated in Eb).

We define
∫
1,2n,1 : Shv(BunP1,2n,1) → Shv(Bun1) by∫

1,2n,1
F := b1,2n,1,!π

∗
1,2n,1 ∈ Shv(Bun1),F ∈ Shv(BunP1,2n,1).

For any a, b ∈ Z≥0 such that 2a+ b = 2n, consider the correspondence

BunP1,a,b,a,1
BunP1,2n,1

BunP1,a × Bunb × BunPa,1 .

pa,b,a

qa,b,a (A.3.2)

We define the functor CTa,b,a : Shv(BunP1,2n,1) → Shv(BunP1,a × Bunb × BunPa,1) by

CTa,b,a(F) := qa,b,a,!p
∗
a,b,aF .

We define Shv(BunP1,2n,1)θ−cusp ⊂ Shv(BunP1,2n,1) to be the full-subcategory such that F ∈
Shv(BunP1,2n,1)θ−cusp if

CTa,b,a(F) = 0

for all a, b as above.

We have the following vanishing result for the geometric Klingen-mirabolic period:

Lemma A.3.1. For any n ∈ Z≥0 and F ∈ Shv(BunP1,2n,1)θ−cusp, we have
∫
1,2n,1F = 0.

A.4. Proofs.

Proof of A.2.1 assuming lemma A.3.1. In this section, we give proofs to the results stated before.

The proofs are mostly direct translations of their classical counterparts.

Consider the diagram

S◦
P2n,1

SP2n,1 Bun2n × Bun1 BunP2n,1 Bun2n+1

BunSp2n

j2n,1

q∨,◦
2n,1

q∨2n,1

s2n,1

s∨2n,1

q2n,1 p2n,1

π2n,1 (A.4.1)

Here, the maps are defined as

π2n,1(Es2n) = (Es2n,O)

q2n,1(E2n ⊂ E2n+1) = (E2n, E2n+1/E2n)

p2n,1(E2n ⊂ E2n+1) = E2n+1

and q∨2n,1 : SP2n,1 → Bun2n × Bun1 is the underlying classical stack of the (derived) dual vector

bundle of q2n,1 : BunP2n,1 → Bun2n × Bun1. The maps s2n,1 and s∨2n,1 are the zero-section maps.

Note that

SP2n,1 = {(E1, E2n, α2n : E1 ⊗ ω−1 → E2n)}.
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The open substack S◦
P2n,1

⊂ SP2n,1 is cut out by the condition such that α2n ̸= 0.

We use FT2n,1 : Shv(BunP2n,1) → Shv(SP2n,1) to denote the (derived) Fourier transformation

functor introduced in [FYZ23, §6.1]. Now we recall its definition as follows. Consider the following

diagram

A1 SP2n,1 ×Bun2n×Bun1 BunP2n,1 BunP2n,1

SP2n,1 Bun2n × Bun1

q̃∨2n,1

q̃2n,1

ev2n,1

q2n,1

q∨2n,1

⌟ (A.4.2)

where the map ev2n,1 is the natural evaluation map between dual vector bundles. We have the

(derived) Fourier transformation functor

FT2n,1 : Shv(BunP2n,1) → Shv(SP2n,1)

defined by

FT2n,1(F) = q̃2n,1,!(q̃
∨,∗
2n,1F ⊗ ev∗

2n,1AS[d2n,1]).

The inverse of this functor is given by

FT−1
2n,1 : Shv(SP2n,1) → Shv(BunP2n,1)

given by

FT−1
2n,1(G) = q̃∨2n,1,!(q̃

∗
2n,1G ⊗ ev∗

2n,1AS−[d2n,1]).

Here we use d2n,1 to denote the relative (virtual) dimension of the vector bundle q2n,1 : BunP2n,1 →
Bun2n × Bun1 (which varies on different connected components of Bun2n × Bun1).

Lemma A.4.1. For any F ∈ Shv(Bun2n+1)cusp, we have s∨,∗2n,1FT2n,1(p
∗
2n,1F) = 0.

Proof. This follows directly as

s∨,∗2n,1FT2n,1(p
∗
2n,1F) = q2n,1,!p

∗
2n,1F [d2n,1] = CT2n,1(F)[d2n,1] = 0.

□

Consider the stack M2n,1 := BunSp2n ×Bun2n×Bun1 S
◦
P2n,1

×Bun2n×Bun1 BunP2n,1 , which has moduli

description

M2n,1 = {(Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, ω−1 ↪→ Es2n)}

There is a natural map

f2n,1 := (p2n,1 ◦ pr3) × (ev2n,1 ◦ (π2n × id) ◦ pr1,2) : M2n,1 → Bun2n+1 × A1.

We have ∫
Sp2n

F = Γc(π
∗
2n,1s

∗
2n,1p

∗
2n,1F)

∼= Γc(π
∗
2n,1s

∗
2n,1FT−1

2n,1 ◦ FT2n,1(p
∗
2n,1F))

∼= Γc(π
∗
2n,1q

∨
2n,1,!FT2n,1(p

∗
2n,1F))[d2n,1]

∼= Γc(π
∗
2n,1q

∨,◦
2n,1,!j

∗
2n,1FT2n,1(p

∗
2n,1F))[d2n,1]

∼= Γc(f
∗
2n,1(F ⊠ AS))[2d2n,1].

(A.4.3)
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Consider the moduli stack

M̃2n,1 = {(E1 ⊂ Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, ω−1 ↪→ E1)}.

There is a natural map ι2n,1 : M̃2n,1 →M2n,1 given by

ι(E1 ⊂ Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, ω−1 ↪→ E1) = (Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, ω−1 ↪→ E1 ⊂ Es2n).

Note that the map ι2n,1 is a bijection on points and induces a stratification of M2n,1. Denote

f̃2n,1 := f2n,1 ◦ ι2n,1 : M̃2n,1 → Bun2n+1 × A1.

We are reduced to show

Γc(f̃
∗
2n,1(F ⊠ AS)) = 0. (A.4.4)

Consider the moduli stack

Ñ2n,1 = {(E1 ⊂ E2n−1 ⊂ E2n ⊂ E2n+1, E2n+1/E2n ∼= O, E2n/E2n−1 ↪→ ω)}.

We have a diagram

M̃2n,1 Ñ2n,1 Bun2n+1 × A1

BunP ′
1,2n−2,1

BunP1,2n−2,1

f̃2n,1

πM,2n,1

qM,2n,1

fN,2n,1

qN,2n,1

π1,2n−2,1

⌟
(A.4.5)

where the maps are given by

πM,2n,1(E1 ⊂ Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, ω−1 ↪→ E1)

= (E1 ⊂ E⊥
1 ⊂ Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, Es2n/E2n−1

∼= E∗
1 ↪→ ω)

qM,2n,1(E1 ⊂ Es2n ⊂ E2n+1, E2n+1/Es2n ∼= O, Es2n/E2n−1 ↪→ ω) = (E1 ⊂ Es2n)

qN,2n,1(E1 ⊂ E2n−1 ⊂ E2n ⊂ E2n+1, E2n+1/E2n ∼= O, E2n/E2n−1 ↪→ ω) = (E1 ⊂ E2n−1 ⊂ E2n).

Note that the square in (A.4.5) is Cartesian, and f̃2n,1 = fN,2n,1 ◦ πM,2n,1, we get

Γc(f̃
∗
2n,1(F ⊠ AS)) = Γc(π

∗
1,2n−2,1qN,2n,1,!f

∗
N,2n,1(F ⊠ AS)). (A.4.6)

Lemma A.4.2. Consider the diagram

BunP1,2n−2,1,1 Bun2n+1 × BunP1,1

BunP1,2n−2,1

p1,2n−2,1,1×q′1,1

q1,2n−2,1,1 (A.4.7)

where the maps are

p1,2n−2,1,1(E1 ⊂ E2n−1 ⊂ E2n ⊂ E2n+1) = E2n+1

q′1,1(E1 ⊂ E2n−1 ⊂ E2n ⊂ E2n+1) = (E2n/E2n−1 ⊂ E2n+1/E2n−1)

q1,2n−2,1,1(E1 ⊂ E2n−1 ⊂ E2n ⊂ E2n+1) = (E1 ⊂ E2n−1 ⊂ E2n).
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Then for any F ∈ Shv(Bun2n+1)cusp, G ∈ Shv(BunP1,1), we have

q1,2n−2,1,1,!(p1,2n−2,1,1 × q′1,1)
∗(F ⊠ G) ∈ Shv(BunP1,2n−2,1)θ−cusp.

Proof of lemma A.4.2. For any a, b ∈ Z≥0 such that 2a+ b = 2n− 2, consider the diagram

BunP1,2n−2,1 BunP1,2n−2,1,1 Bun2n+1 × BunP1,1

BunP1,a,b,a,1
BunP1,a,b,a,1,1

BunPa+1,b,a+2
× BunP1,1

BunP1,a × Bunb × BunPa,1 BunP1,a × Bunb × BunPa,1,1 Buna+1 × Bunb × Buna+2 × BunP1,1

⌜

⌟

(A.4.8)

where the maps are the obvious ones. Note that the functor

CTa,b,a ◦ q1,2n−2,1,1,!(p1,2n−2,1,1 × q′1,1)
∗

is given by transformation along the top and left correspondences. Since the left-upper and right-

lower squares are Cartesian, the functor above is also given by the composition of transformations

along the bottom and right correspondences. Note that the right correspondence transforms F ⊠G
to zero since F ∈ Shv(Bun2n+1)cusp, and we are done. □

Now we apply lemma A.4.2 to conclude the proof. By lemma A.3.1, we only need to show

qN,2n,1,!f
∗
N,2n,1(F ⊠ AS) ∈ Shv(BunP1,2n,1)θ−cusp. (A.4.9)

Consider the diagram

Ñ1,1 A1

BunP1,1

ev1,1

qN,1,1
(A.4.10)

where we define

Ñ1,1 = {(E1 ⊂ E2, E2/E1 ∼= O, E1 ↪→ ω)}

qN,1,1(E1 ⊂ E2, E2/E1 ∼= O, E1 ↪→ ω) = (E1 ⊂ E2).
Then one easily sees that

qN,2n,1,!f
∗
N,2n,1(F ⊠ AS) ∼= q1,2n−2,1,1,!(p1,1 × q′1,2n−2,1,1)

∗(F ⊠ G)

for G = qN,1,1,!ev∗
1,1AS. Then the desired cuspidality (A.4.9) follows from lemma A.4.2.

□

Proof of lemma A.3.1. The proof follows the same ideas as the proof of theorem A.2.1. We proceed

by induction on n. The case n = 0 is trivial. From now on, we assume n ≥ 1. Consider the quotient

group P 1,2n,1 := P1,2n,1/Ga and P
′
1,2n,1 := P ′

1,2n,1/Ga, where the subgroup Ga ⊂ P1,2n,1 identifies

with  ∗
 ⊂

∗ ∗ ∗
∗ ∗

∗


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and similarly for Ga ⊂ P ′
1,2n,1.

Consider diagram

BunP ′
1,2n,1

BunsP1,2n,1
BunP1,2n,1

Bun
P

′
1,2n,1

Buns
P 1,2n,1

BunP 1,2n,1

Bun1 BunSp2n × Bun1 Bun2n × Bun1 × Bun1

S
P

′
1,2n,1

Ss
P 1,2n,1

SP 1,2n,1

Ss,◦
P 1,2n,1

S◦
P 1,2n,1

i2n

π1,2n,1

r′2n

h2n

rs2n r2n

i2n

q′1,2n,1

h2n

qs1,2n,1

⌟

q1,2n,1

⌟

π2n×∆−pr2

⌟

⌝

q′∨1,2n,1

i
∨
2n

h
∨
2n

qs,∨1,2n,1
q∨1,2n,1

⌝ h
∨,◦
2n

js1,2n,1 j1,2n,1

. (A.4.11)

We now explain the definition of stacks involved in the diagram. The stacks in the forth row are

defined as underlying classical stacks of the derived dual vector bundles of the stacks in the second

row. The stacks in the bottom row are obtained from the vector bundles in the forth row the

complements of zero sections. The stacks in the right most column are clear as written. The stacks

in the middle column are defined to make the four squares on the right Cartesian. The stacks in

the left most columns are also clear as written. The map i2n is defined such that h2n ◦ i2n = π1,2n,1.

The map i
∨
2n is the dual map of i2n. In terms of moduli stacks, we have

Bun
P

′
1,2n,1

= {(E1 ⊂ E2n+1, Es2n, Es2n ∼= E2n+1/E1)}

Buns
P 1,2n,1

= {(E1 ⊂ E2n+1, Es2n ⊂ E ′
2n+1, E2n+1/E1 ∼= Es2n, E∗

1
∼= E ′

2n+1/Es2n)}

S
P

′
1,2n,1

= {(E1, Es2n, E1 ⊗ ω−1 → Es2n)}

Ss
P 1,2n,1

= {(E1, Es2n;α1, α2 : E1 ⊗ ω−1 → Es2n)}

We have moduli description of the maps

i2n(E1 ⊂ E2n+1, Es2n, Es2n ∼= E2n+1/E1) = (E1 ⊂ E2n+1, Es2n ⊂ E∗
2n+1, E2n+1/E1 ∼= Es2n, E∗

1
∼= E∗

2n+1/Es2n)

i
∨
2n(E1, Es2n;α1, α2 : E1 ⊗ ω−1 → Es2n) = (E1, Es2n, α1 − α2 : E1 ⊗ ω−1 → Es2n).

∆−(E1) = (E1, E∗
1 ).

Consider the derived Fourier transformations

FT1,2n,1 : Shv(BunP 1,2n,1
) → Shv(SP 1,2n,1

)

FTs
1,2n,1 : Shv(Buns

P 1,2n,1
) → Shv(Ss

P 1,2n,1
)

FT′
1,2n,1 : Shv(Bun

P
′
1,2n,1

) → Shv(S′
P 1,2n,1

).
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Lemma A.4.3. For any F ∈ Shv(BunP1,2n,1)θ−cusp, the sheaf FT1,2n,1(r2n,!F) ∈ Shv(SP 1,2n,1
) is

supported on the open substack S◦
P 1,2n,1

⊂ SP 1,2n,1
.

The proof is similar to the proof of lemma A.4.1.

We use d2n to denote the (virtual) relative dimension of the vector bundle q1,2n,1 : BunP 1,2n,1
→

Bun2n × Bun1 × Bun1, and d′2n to denote the (virtual) relative dimension of q′1,2n,1 : Bun
P

′
1,2n,1

→
BunSp2n × Bun1.

Consider the stack

M1,2n,1 = (BunSp2n × Bun1) ×S
P
′
1,2n,1

Ss,◦
P 1,2n,1

×Bun2n×Bun1×Bun1 BunP1,2n,1 .

It has moduli description

M1,2n,1 = {(E1 ⊂ E2n+1 ⊂ E2n+2, Es2n, Es2n ∼= E2n+1/E1, E∗
1
∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ Es2n)}.

It is equipped with canonical maps

f1,2n,1 := (pr3, ev1,2n,1 ◦ pr2,3) : M1,2n,1 → BunP1,2n,1 × A1

c1,2n,1 := pr2 ◦ pr1 : M1,2n,1 → Bun1.

Here ev1,2n,1 : Ss,◦
P 1,2n,1

×Bun2n×Bun1×Bun1 BunP1,2n,1 → A1 is given by the restriction of the evaluation

map between dual vector bundles q1,2n,1 : BunP 1,2n,1
→ Bun2n×Bun1×Bun1 and q∨1,2n,1 : SP 1,2n,1

→
Bun2n × Bun1 × Bun1.

Now we can compute for any F ∈ Shv(BunP1,2n,1)θ−cusp:∫
1,2n,1

F ∼= pr2,!q
′
1,2n,1,!r

′
2n,!i

∗
2nh

∗
2nF

∼= pr2,!q
′
1,2n,1,!i

∗
2nh

∗
2nr2n,!F

∼= pr2,!q
′
1,2n,1,!i

∗
2nh

∗
2nFT−1

1,2n,1 ◦ FT1,2n,1(r2n,!F)

∼= pr2,!q
′
1,2n,1,!i

∗
2nFTs,−1

1,2n,1(h
∨,∗
2n FT1,2n,1(r2n,!F))

∼= pr2,!q
′
1,2n,1,!FT′−1

1,2n,1(i
∨
2n,!h

∨,∗
2n FT1,2n,1(r2n,!F))[d2n − d′2n]

∼= pr2,!s
′∨,∗
1,2n,1i

∨
2n,!h

∨,∗
2n FT1,2n,1(r2n,!F)[d2n − 2d′2n]

∼= c1,2n,1,!f
∗
1,2n,1(F ⊠ AS)[2d2n − 2d′2n]

(A.4.12)

where the map s′∨1,2n,1 : BunSp2n × Bun1 → S
P

′
1,2n,1

is the zero section of the vector bundle q′∨1,2n,1 :

S
P

′
1,2n,1

→ BunSp2n × Bun1.

Consider the moduli stack

M̃1,2n,1 := {(E1 ⊂ E2n+1 ⊂ E2n+2, E ′
1 ⊂ Es2n, Es2n ∼= E2n+1/E1, E∗

1
∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ E ′

1)}.

It is equipped with a natural map

ι1,2n,1 : M̃1,2n,1 →M1,2n,1

ι1,2n,1(E1 ⊂ E2n+1 ⊂ E2n+2, E ′
1 ⊂ Es2n, Es2n ∼= E2n+1/E1, E∗

1
∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ E ′

1)

= (E1 ⊂ E2n+1 ⊂ E2n+2, Es2n, Es2n ∼= E2n+1/E1, E∗
1
∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ E ′

1 ⊂ Es2n).
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This map is a bijection on points and induces a stratification on M1,2n,1. Consider the commutative

diagram

M̃1,2n,1

Bun1 M1,2n,1 BunP1,2n,1 × A1

c̃1,2n,1
ι1,2n,1

f̃1,2n,1

c1,2n,1 f1,2n,1

. (A.4.13)

We are reduced to prove

c̃1,2n,1,!f̃
∗
1,2n,1(F ⊠ AS) = 0

for any F ∈ Shv(BunP1,2n,1)θ−cusp.

Consider the moduli stack

Ñ1,2n,1 = {(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2, E1 ⊗ ω−1 ↪→ E2/E1)}.

Then we have a natural map πM,1,2n,1 : M̃1,2n,1 → Ñ1,2n,1

πM,1,2n,1(E1 ⊂ E2n+1 ⊂ E2n+2, E ′
1 ⊂ Es2n, Es2n ∼= E2n+1/E1, E1 ∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ E ′

1)

= (E1 ⊂ E2 ⊂ E ′
2n ⊂ E2n+1 ⊂ E2n+2, E1 ⊗ ω−1 ↪→ E ′

1
∼= E2/E1)

where E2, E ′
2n are the preimages of E ′

1, E ′⊥
1 under E2n+1 ↠ Es2n.

Consider the diagram in which the square is Cartesian

M̃1,2n,1 Ñ1,2n,1 BunP1,2n,1 × A1

BunP ′
1,2n−2,1

× Bun1 BunP1,2n−2,1 × Bun1 × Bun1

Bun1

πM,1,2n,1

qM,1,2n,1 qN,1,2n,1

fN,1,2n,1

π1,2n,1×∆−

pr2

⌟

(A.4.14)

where the maps are defined as

qM,1,2n,1(E1 ⊂ E2n+1 ⊂ E2n+2, E ′
1 ⊂ Es2n, Es2n ∼= E2n+1/E1, E∗

1
∼= E2n+2/E2n+1, E1 ⊗ ω−1 ↪→ E ′

1)

= (E ′
1 ⊂ E ′⊥

1 ⊂ Es2n, E1)

qN,1,2n,1(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2, E1 ⊗ ω−1 ↪→ E2/E1)

= (E2/E1 ⊂ E2n/E1 ⊂ E2n+1/E1, E1, E2n+2/E2n+1)

∆−(E1) = (E1, E∗
1 )

fN,1,2n,1(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2, E1 ⊗ ω−1 ↪→ E2/E1)

= (E1 ⊂ E2n+1 ⊂ E2n+2, ev(E1 ⊂ E2, E1 ⊗ ω−1 ↪→ E2/E1))
.

Note that fN,1,2n,1 ◦ πM,1,2n,1 = f̃1,2n,1, pr2 ◦ qM,1,2n,1 = c̃1,2n,1. We only need to show

pr2,!(π1,2n,1 × ∆−)∗qN,1,2n,1,!f
∗
N,1,2n,1(F ⊠ AS) = 0.

This follows from the following lemma and induction hypothesis:
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Lemma A.4.4. Consider the diagram

BunP1,1,2n−2,1,1 BunP1,2n,1 × BunP1,1 × BunP1,1

BunP1,2n−2,1

p1,1,2n−2,1,1×q′2n−2×q′′2n−2

q1,1,2n−2,1,1

where the maps are

p1,1,2n−2,1,1(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2) = (E1 ⊂ E2n+1 ⊂ E2n+2)

q′2n−2(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2) = (E1 ⊂ E2)

q′′2n−2(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2) = (E2n+1/E2n ⊂ E2n+2/E2n)

q1,1,2n−2,1,1(E1 ⊂ E2 ⊂ E2n ⊂ E2n+1 ⊂ E2n+2) = (E2/E1 ⊂ E2n/E1 ⊂ E2n+1/E1).

For any F ∈ Shv(BunP1,2n,1)θ−cusp and G ∈ Shv(Bun1,1 × BunP1,1), we have

q1,1,2n−2,1,1,!(p1,1,2n−2,1,1 × q′2n−2 × q′′2n−2)
∗(F ⊠ G) ∈ Shv(BunP1,2n−2,1)θ−cusp.

The proof of the lemma A.4.4 is the same as the proof of A.4.2 so we omit.

□

Now we come to the proof of theorems A.2.3 and A.2.4. We have the following immediate

consequence of lemma A.3.1:

Corollary A.4.5. For any L ∈ Bun1(K), consider the open substack Bun
A2n
L \{0}

Sp2n
⊂ BunA2n

Sp2n
defined

as the non-vanishing locus of the map α : L → Es2n. Consider

π◦L,2n : Bun
A2n
L \{0}

Sp2n
→ Bun2n.

We have

Γc(π
◦,∗
L,2nF) = 0

for any F ∈ Shv(Bun2n)cusp.

Proof. One only needs to note that pull-back along p1,2n,1 : BunP1,2n−2,1 → Bun2n sends cuspidal

objects to θ-cuspidal objects. □

Proof of theorem A.2.3. Consider diagram

Bun
A2n
L \{0}

Sp2n

BunSp2n Bun2n

g
π◦
L,2n

π2n

.

We fix a cuspidal object F ∈ Shv(Bun2n). By the cuspidality, we know that F is supported on

a quasi-compact open substack of Bun2n which has bounded Harder-Narasimhan slopes on each

connected component. Therefore, for any integer m ∈ Z≥0, one can find L ∈ Bun1 such that g is a
40



vector bundle of rank m′ ≥ m with zero section removed over the support of π∗2nF (the support is

denoted U ⊂ BunSp2n). One has the distinguished triangle

LU [−1] → g!kg−1(U) → kU [−m′] →

for some local system LU ∈ Shv(U)♡ (we are using the naive t-structure). From this, we get a

distinguished triangle

Γc(LU ⊗ π∗2nF)[−1] → Γc(π
◦,∗
L,2nF) → Γc(π

∗
2nF)[−m′] → .

By corollary A.4.5, we get Γc(π
∗
2nF)[−m′] ∼= Γc(LU⊗π∗2nF). Since the integer m′ can be arbitrarily

large, we know that Γc(π
∗
2nF) is infinitely connective, hence must be zero. This concludes the proof.

□

Proof of theorem A.2.4. Using stratification Bun
A2n
L

Sp2n
= Bun

A2n
L \{0}

Sp2n
∪BunSp2n , one can conclude the

proof by combining theorem A.2.3 and corollary A.4.5. □
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